A Fast Rendering Method for Clouds Illuminated by Lightning Taking into Account Multiple Scattering
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Abstract Methods for rendering natural scenes are used in many applications such as virtual reality, computer games, and flight simulators. In this paper, we focus on the rendering of outdoor scenes that include clouds and lightning. In such scenes, the intensity at a point in the clouds has to be calculated by taking into account the illumination due to lightning. The multiple scattering of light inside clouds is an important factor when creating realistic images. However, the computation of multiple scattering is very time-consuming. To address this problem, this paper proposes a fast method for rendering clouds that are illuminated by lightning.

The proposed method consists of two processes. First, basis intensities are prepared in a preprocess step. The basis intensities are the intensities at points in the clouds that are illuminated by a set of point light sources. In this preprocess, both the direct light and also indirect light (i.e., multiple scattering) are taken into account. In the rendering process, the intensities of clouds are calculated in real-time by using the weighted sum of the basis intensities. A further increase in speed is achieved by using a wavelet transformation. Our method achieves the real-time rendering of realistic clouds illuminated by lightning.
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1 Introduction

In computer graphics, many research activities have been devoted to the simulation of various natural phenomena such as clouds, water, fire, and terrain. The results of this research have been applied to flight simulators, computer games, visual assessment of outdoor scenes, and so on. Most of the previous methods focused on simulations produced under fine weather conditions. However, simulation under bad weather conditions is also an important factor for some scenarios in the applications mentioned above. Important elements for simulations under bad weather conditions include windstorms, rain, snow, and lightning, and various methods have been developed for simulating some of these conditions [1][2][3][4]. In this paper, we focus on scenes that include lightning and clouds. Several methods have been proposed for the simulation and rendering of lightning [5][6][7][8]. A method that takes into account the effects of light scattering due to clouds and atmospheric particles when they are illuminated by lightning has also been proposed [2]. By using these methods, realistic images can be generated. However, the previous methods do not take into account one important factor that is necessary for creating realistic images, that is, the multiple scattering of light inside the clouds. Furthermore, the computational cost of the previous methods is too high to achieve real-time rendering.

This paper proposes a fast method for rendering lightning and clouds. The intensities of clouds illuminated by lightning are calculated by taking into account the multiple scattering of light. The shape of the lightning is generated by using the method proposed in [5]. We calculate the intensities of the clouds by approximating the lightning as a collection of point light sources. To achieve real-time performance, the proposed method deconstructs the process for the intensity calculation into a preprocess and a rendering process. First, we subdivide the simulation space into a three-dimensional grid, and a virtual point light source is placed at each grid point.
Then, in the preprocess, the intensities of clouds illuminated by each virtual point source are calculated while taking into account the multiple scattering of light. The results are stored as the basis intensities. In the rendering process, the intensities of the clouds are calculated very quickly by taking a weighted sum of the basis intensities. The rendering process is further accelerated by using a wavelet transform. By using the proposed method, realistic images including lightning and clouds can be generated in real-time.

The paper is organized as follows. Section 2 discusses previous work that is related to the proposed method. In Section 3, an intensity calculation for clouds that takes into account multiple scattering is explained. Section 4 describes the basic ideas behind the proposed method. Next, Section 5 describes a method for the subdivision of the simulation space that is suitable for making intensity calculations of clouds illuminated by lightning. Section 6 explains the precomputation process, that is, the computation of the basis intensities. Next, Section 7 describes the rendering process for the fast calculation of the intensities of clouds by using the basis intensities. Section 8 demonstrates the usefulness of the proposed method by showing several examples. Finally, Section 9 concludes this paper.

2 Previous Work

The first rendering method that focused on lightning was proposed by Reed and Wyvill in 1994 [5]. After that, Kruszenewski proposed a probabilistic method for modeling the shape of the lightning [6]. This method allows the user to control the shape of lightning. More recently, Kim and Lin proposed a physical based method for the animation of lightning by simulating the propagation process of the lightning [7]. Matsuyama et al. proposed a real-time method for generating and rendering lightning strokes based on the physical phenomena [8]. However, one of the major aims in these papers is to model the shape of the lightning, so these methods do not take into account clouds that are illuminated by the lightning. Clouds are very important in creating realistic images of outdoor scenes that include lightning, since the lightning generally appears from within clouds.

There are many methods for rendering images that takes into account scattering effects due to participating media such as clouds and smoke [9][10][11][12][13][14]. However, these methods do not take into account lightning, since they focus on the rendering of the participating media when illuminated by natural light (sunlight and skylight) and/or by artificial light (such as a spotlight). Dobashi et al. proposed an efficient method for rendering clouds and the atmosphere when illuminated by lightning [2]. However, in this method, the multiple scattering that occurs inside clouds is not taken into account. In addition, the rendering speed of the method is not fast enough to create images in real-time.

For rendering glossy objects in real-time, Sloan et al. proposed a method called "precomputed radiance transfer" [15]. This method is applicable to the rendering of clouds while taking multiple scattering into account. However, in this method, information about the lighting is provided in the form of an environmental map. This implies that the method assumes that the light sources are sufficiently far from the objects. In our case, the lightning (i.e. the light source) is very close to the clouds. Therefore, we cannot apply the precomputed transfer method directly to the rendering of clouds illuminated by lightning. Kristensen et al. addressed this problem by precomputing global illumination due to a set of point light sources [16]. The method can display a scene in real-time while taking into account interreflections due to moving point light sources. The method presented in [17] can also handle the presence of light sources near to objects. This method precomputes the radiance transfer from direct illumination to indirect illumination. However, these methods do not aim at the rendering of participating media such as clouds. In addition, the direct illumination must be calculated with only a small amount of computational cost in order to achieve real-time performance. However, in computing the intensities of clouds illuminated by lightning, the computational cost is expensive, even for the case where there is only direct light.

Methods that use graphics hardware to accelerate the computation of multiple scattering have also been proposed [18][19]. However, the light source in these methods is usually only sunlight, and lightning is not taken into account. The computation times that are required for these methods become longer according to the number of light sources that are present.

The method proposed in this paper achieves the real-time rendering of clouds illuminated by lightning. Our method can be considered as an extension of the method described in [16] to the rendering of clouds illuminated by lightning.

3 Intensity Calculation for Clouds Illuminated by Lightning

In this section, we describe a method for calculating the intensity of clouds that takes multiple scattering into account. Table 1 includes the notations of the terms used in this section. Note that the notations of other important terms used in the subsequent sections are also included in Table 1.

As shown in Figure 1, the lightning strokes are represented by a set of line segments and are generated by using Reed’s method [5]. The intensity of the lightning is specified by the user. The intensities of the lightning strokes are decreased as they branch. The simplest way to compute the intensities of clouds illuminated by lightning is to approximate the lightning as a collection of
Table 1 Notation of important terms in the paper.

<table>
<thead>
<tr>
<th>symbol</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( b_{iq} )</td>
<td>intensity at grid point ( i ) for clouds illuminated by point source ( q )</td>
</tr>
<tr>
<td>( \hat{b}_{iq} )</td>
<td>basis intensity, that is, intensity at grid point ( i ) for clouds illuminated by virtual point source placed at grid point ( l ) for simulation space</td>
</tr>
<tr>
<td>( \hat{B}_q )</td>
<td>wavelet transform of ( \hat{b}_{iq} )</td>
</tr>
<tr>
<td>( I_q )</td>
<td>intensity of point source ( q )</td>
</tr>
<tr>
<td>( e_l )</td>
<td>intensity of virtual point source ( l )</td>
</tr>
<tr>
<td>( I_i )</td>
<td>total intensity of light scattered at grid point ( i ) for clouds illuminated by lightning</td>
</tr>
<tr>
<td>( n_{cl,q} )</td>
<td>number of grid points for clouds</td>
</tr>
<tr>
<td>( n_{cl,t} )</td>
<td>number of grid points for simulation space</td>
</tr>
<tr>
<td>( n_{nd,r} )</td>
<td>number of sampling directions for directional intensity distribution at each grid point for clouds</td>
</tr>
</tbody>
</table>

point light sources [2], so we employed this approach. Point light sources are generated along the strokes of the lightning, as shown in Figure 1. The intensities of the point sources are proportional to the intensities of the lightning strokes. The intensities of clouds are obtained by calculating the illuminations due to these point sources. The density distribution of the clouds is represented using a uniform three-dimensional grid. The interval between the grid points is \( \Delta h \).

First, let us consider the intensity of light scattered in direction \( s \), \( b_{iq}(s) \), at grid point \( i \) in clouds illuminated by point source \( q \) on the lightning stroke. \( b_{iq} \) is calculated approximately by solving the following linear system of equations (see Figure 1).

\[
b_{iq}(s) = \alpha L_q \rho_i F(s \cdot s_i) g_{ij} / r_{ij}^2 \\
\quad + \alpha \rho_i \sum_{j=1}^{n_{cl,q}} b_{ij}(s_j) F(s \cdot s_{ij}) g_{ij} \Delta h^3 / r_{ij}^2,
\]

(1)

where \( n_{cl,q} \) is the number of grid points, \( \alpha \) is the albedo of the cloud particles, \( L_q \) is the intensity of point source \( q \), \( \rho_i \) is the density at grid point \( i \), \( F \) is the phase function of the cloud particles, \( s_{ij} \) is a unit vector from point source \( q \) to grid point \( i \), \( g_{ij} \) is the extinction of light due to cloud particles between point source \( q \) and grid point \( i \), and \( r_{ij} \) is the distance between point source \( q \) and grid point \( i \) (see Figure 1). To avoid confusion, let us clarify the meanings of the indices here. Index \( q \) is a ID number for the point source on the lightning strokes. Indices \( i \) and \( j \) indicate ID numbers for grid points of the cloud volume. Although the clouds are represented by a three-dimensional grid, we use a single index to refer to each grid point. We use the Heney-Greenstein function for the phase function \( F \) (see [12]). The extinction, \( g_{ij} \), is given by the following equation.

\[
g_{ij} = \exp\left(-\kappa \int_0^{|s_i - s_j|} \rho(x_i + ts_{ij}) dt\right),
\]

(2)

where \( \kappa \) is an extinction coefficient, \( x_i \) is a point where the light intersects with the clouds, \( x_i \) is the position at grid point \( i \).

The total intensity at grid point \( i \) is obtained by summing the intensities due to all of the point sources on the lightning strokes; that is,

\[
I_i(s) = \sum_{q=1}^{n_{ps}} b_{iq}(s),
\]

(3)

where \( n_{ps} \) is the number of point sources on the lightning strokes.

To obtain the directional intensity distribution at each grid point, a linear system of equations (Eq. 1) has to be solved numerically. To solve Eq. 1, the extinction term \( g \) (Eq. 2) also needs to be calculated. Although \( g \) can be precomputed to accelerate the computation, as proposed in [18], solving Eq. 1 still requires high computational cost. So, it is very difficult to compute the intensities of clouds in real-time by directly solving Eq. 1.

4 Basic Concept of Our Method

Figure 2 shows the basic concept behind the proposed method. Note that Figure 2 shows a two-dimensional case for simplicity. As described in the previous section, computing the intensity while taking into account the multiple scattering of light is very time-consuming. Therefore, we deconstruct the computation into two processes: a preprocess and a rendering process. The details of these processes are described in the following.

First, in the preprocess, the simulation space is subdivided into a grid and a virtual point light source is
placed at each grid point (see Figures 2(a) and (b)). We subdivide the simulation space such that the vertical intervals between the grid points become longer according to their distances from the clouds. This is because the illumination due to the virtual point source decreases rapidly according to the distance from the virtual point source. Then, the intensities of the clouds are calculated taking into account the multiple scattering due to each virtual point source, and the results are stored as basis intensities. In this pre-process, the intensity of a virtual point source is assumed to be 1.0.

Next, in the rendering process, lightning is generated first by using the Reed’s method [5]. Next, the intensity of each virtual point source is calculated according to the intensities of the lightning strokes. This is achieved by interpolating the intensities of point light sources placed along the lightning strokes. Then, as shown in Figure 2(c), the intensities of the clouds are obtained simply by computing the weighted sum of the basis intensities. The intensities of the virtual point sources are used as the relative weights. This approach is very efficient because the computationally expensive calculation (i.e., solving Eq. 1) has already been completed during the preprocess stage. However, the computation of the weighted sum may still take a long time when the number of the grid points for clouds and the grid points for the simulation space are large. Therefore, we use a wavelet transform technique to accelerate the computation. After the intensity at each grid point of the clouds has been obtained, clouds are rendered by using a hardware-accelerated volume rendering technique [20].

5 Subdivision of Simulation Space

As described in the previous section, the simulation space is subdivided into the grid. The intensities of clouds illuminated by a virtual point source decrease in proportion to the inverse of the square of the distance between the clouds and the virtual point source. This indicates that virtual point sources far from the clouds do not contribute very much to the intensities of clouds. Therefore, a small number of the virtual point sources are sufficient in the region far from the clouds. On the other hand, many virtual point sources are required in the region near to the clouds. Based on this idea, we subdivide the simulation space adaptively according to the contributions of the virtual point sources to the cloud intensities. The details are described in the following.

First, the user specifies a base interval $h_{usr}$. As shown in Figure 3, the simulation space is subdivided uniformly in the horizontal direction at an interval of $h_{usr}$. The vertical intervals are determined as follows. Let us denote the height of the bottom of the clouds as $z_{d_d}$. The region above $z_{d_d}$ is subdivided uniformly using the base interval $h_{usr}$. In the region below $z_{d_d}$, grid points are generated at the maximum intervals that satisfy the following equation.

$$\frac{1}{r_i} - \frac{1}{r_{i+1}} \leq \epsilon \quad (l = 1, \ldots, n),$$

where $r_l$ is the distance from the bottom of the clouds to each grid point (see Figure 3), and $n$ is the number of the grid points in the vertical direction. In addition to
the above condition, we assume \( r_{i+1} - r_i > h_{\text{sur}} \) in order
to prevent the number of the grid points becoming too
large. By using Eq 4, we can generate grid points such that
the energy of light reaching the clouds from each
virtual light source becomes almost equal.

6 Calculation of Basis Intensity

The basis intensity \( b_g(s) \) is the intensity at grid point \( i \)
for clouds illuminated by a virtual point source placed
at grid point \( l \) in the simulation space. \( b_g(s) \) is obtained
by solving Eq. 1. The directional distribution \( b_g(s) \) is
represented by sampling the direction \( s \) with a specified
number of directions, \( n_{\text{dir}} \). In the following, let us denote
the intensity in \( m \) th sampling direction as \( \tilde{b}_g^{(m)}(m = 1, 2, \cdots, n_{\text{dir}}) \).

We used the method proposed in [10] to compute \( \tilde{b}_g^{(m)} \). After the computation, a set of the intensities \( \{\tilde{b}_g^{(m)}(i), \tilde{b}_g^{(m)}(2), \cdots, \tilde{b}_g^{(m)}(n_{\text{dir}})\} \) are obtained. Their wavelet transforms,

\[
(\hat{B}_1^{(m)}, \hat{B}_2^{(m)}, \cdots, \hat{B}_{n_{\text{dir}}}^{(m)}),
\]

are stored as the basis intensities. We use the Haar function for the wavelet basis [21].
\( \hat{b}_g^{(m)} \) is represented by the following equation.

\[
\hat{b}_g^{(m)} = \sum_{k=1}^{n_{\text{dir}}} \hat{B}_k^{(m)} \phi_k(x_i),
\]

where \( \phi_k(x_i) \) represents the Haar basis function and \( x_i \)
is the position of grid point \( i \) for the clouds.

The intensity distribution of clouds illuminated by a virtual point source is generally smooth. In this case, there are many coefficients \( \hat{B}_k^{(m)} \) that are nearly zero. These coefficients make little contribution to the resulting
intensities of the clouds. Therefore, we discard those coefficients whose magnitudes are smaller than a user-
specified threshold \( \xi \). To do this, the coefficients are sorted in descending order of \( |\hat{B}_k^{(m)}| \). Here, let us denote the index of each coefficient as \( \sigma(i) \) after the sorting
process, that is, \( |\hat{B}_{\sigma(1)}^{(m)}| > |\hat{B}_{\sigma(2)}^{(m)}| > \cdots > |\hat{B}_{\sigma(n_{\text{dir}})}^{(m)}| \).

Then, \( \hat{B}_{\sigma(i)}^{(m)}(|\hat{B}_{\sigma(i)}^{(m)}| > \xi) \) is stored together with its index \( \sigma(i) \). The number \( n_i^{(m)} \) of the coefficients that satisfy \( |\hat{B}_{\sigma(i)}^{(m)}| > \xi \) is also stored. Furthermore, we store the root of the sum of the square of the discarded coefficients,

\[
\gamma_i^{(m)} = \sqrt{\sum_{i=n_i^{(m)}+1}^{n_{\text{dir}}} |\hat{B}_{\sigma(i)}^{(m)}|^2}.
\]

This term, \( \gamma_i^{(m)} \), is used to compensate the approximation error induced by
discarding the small coefficients. That is, \( \gamma_i^{(m)} \) is added as an ambient term in the rendering process.

By using the wavelet transform, the memory requirement
for storing the basis intensities is dramatically reduced.
Furthermore, the intensity calculation in the rendering
process described in the next section is also accelerated.

7 Real-time Intensity Calculation for Clouds

After the lightning is generated, the intensities of the virtual point sources are calculated according to the
intensities of the lightning strokes. Then, the intensities of the clouds are calculated. Since the basis intensities are
stored after the wavelet transform, the final result is obtained by using the inverse wavelet transform. The
details of this process are described in the following.

The intensities of the virtual point sources at each
grid point for the simulation space are calculated as follows.
For each point source \( q \) on the lightning strokes,
we first find the eight neighboring grid points, as shown
in Figure 4. Then the intensity of point source \( q \) is
distributed to the virtual point sources at the eight grid
points with appropriate weights. We use the weighting
function that is used for trilinear interpolation to cal-
culate the weights in order to distribute the intensity of point source \( q \). These processes are repeated for all of
the points sources on the lightning strokes.

Consequently, the intensity \( e_l \) of virtual point source \( l \) is expressed by the following equation.

\[
e_l = \sum_{q \in \Theta_l} n_q w_i L_q,
\]

where \( \Theta_l \) indicates a set of point sources affecting virtual point source \( l \), \( w_i \) is the weight representing the contribution of point source \( q \) to virtual point source \( l \), \( n_q \) is the number of point sources whose associated weights
\( w_i \) are non-zero, and \( L_q \) is the intensity of point source \( q \). By using this method, no energy is lost because the
sum of the intensities of all of the virtual point sources is
equal to the sum of the intensities of all of the point
sources on the lightning strokes.

Next, the intensity in \( m \) th sampling direction at grid
point \( i \) for clouds, \( I_i^{(m)} \), is calculated by using the weighted
sum of the basis intensities, that is,

\[
I_i^{(m)} = \sum_{i=1}^{n_{\text{dir}}} c_i b_i^{(m)}, \quad (i = 1, 2, \cdots, n_{\text{dir}})
\]
CalculateIntensity( ) {
    Calculate intensities of virtual sources, e_i;
    for(m = 1; m <= n_v; m++) {
        for (k = 1; k <= n_d; k++) {  // n_d = number of grid points
            H_{(m)}^{(k)} = 0.0;
        }
        for(i = 1; i <= n_s; i++) {
            for(k = 1; k <= n_y; k++) {
                H_{i(k)}^{(m)} = H_{(m)}^{(k)} + e_i B_{i(k)}^{(m)};
            }
        }
    }
}

(I_1^{(m)}, I_2^{(m)}, ..., I_{n_d}^{(m)}) = IWT(H_1^{(m)}, H_2^{(m)}, ..., H_{n_d}^{(m)});
}

Fig. 5 A pseudo code for calculating \( I_i^{(m)} \). IWT is a function for the inverse wavelet transform.

where \( n_{vgl} \) is the number of virtual point sources whose intensities are non-zero. The basis intensity \( B_{i}^{(m)} \) is expressed by using the Haar basis function as shown in Eq. 5. However, we discard the coefficients that satisfies \( |\hat{B}_{i}^{(m)}| \leq \xi \). Therefore, \( I_i^{(m)} \) is expressed as:

\[
I_i^{(m)} = \sum_{i=1}^{n_{vgl}} \sum_{k=1}^{n_{d}} e_i B_{i(k)}^{(m)} \phi_{\sigma(k)}(x_i)
\]

\[
= \sum_{k=1}^{n_{d}} H_k^{(m)} \phi_{\sigma(k)}(x_i),
\]

(8)

where \( H_k^{(m)} \) is given by:

\[
H_k^{(m)} = \sum_{i=1}^{n_{vgl}} e_i B_{i(k)}^{(m)}.
\]

Eqs. 8 and 9 indicate that we can obtain the intensities of clouds \( I_i^{(m)} \) by first calculating \( H_k^{(m)} \) and then inversely transforming them. Figure 5 shows a pseudo code for computing \( I_i^{(m)} \) using Eqs. 8 and 9. After computing \( I_i^{(m)} \), we add the following ambient term, \( I_{amb}^{(m)} \), calculated by using \( \gamma_i^{(m)} \) described in the previous section.

\[
I_{amb}^{(m)} = \sum_{i=1}^{n_{vgl}} e_i \gamma_i^{(m)}.
\]

(10)

When we compute the intensities of clouds by using Eq. 7, Eq. 7 has to be calculated \( n_{d,d} \) (number of grid points for the clouds) times. That is, the computational cost is proportional to \( n_{vgl} \times n_{d,d} \). However, the computational cost incurred by using Eqs. 8 and 9 is considerably less, since \( n_{vgl}^{(m)} \) in Eq. 8 (the number of \( B_{i}^{(m)} \) stored as the basis intensity) is far smaller than \( n_{d,d} \). The computational cost for the inverse wavelet transform is small. In our typical experiments shown in the next section, the computation time was reduced to half of the time without the above method. As a result, the proposed method allows us to render the clouds in real-time.

8 Examples

In this section, the usefulness of the proposed method is demonstrated by examining several examples. In the following examples, the density distribution of the clouds is generated by using the method presented in [14]. The number of grid points for the clouds is \( 128 \times 128 \times 16 \). However, for computing intensities of clouds (both the direct light and multiple scattering), we use the density distribution downsampled to \( 32 \times 32 \times 4 \) due to the limitation of the memory required for storing the intensity distribution at each grid point. The number of the sampling directions, \( n_{dir} \), is 26. The simulation space is subdivided into \( 20 \times 20 \times 7 \). The computer that we used was a desktop PC with a Pentium IV 3.5 GHz (CPU) and an nVidia GeForce 8800GTX (GPU). Most of the computation is carried out by the CPU, while the GPU is only used for displaying the final result. The precomputation time for the basis intensities took 60 minutes. The memory requirement for the uncompressed basis intensities is proportional to (number of grid points for clouds) \times (number of grid points for simulation space) \times (number of sampling directions). We store the basis intensities with a floating point precision, that is, four bytes are required to store a single scalar value. Therefore, in this particular example, the memory requirement for the uncompressed basis intensities is \( (32 \times 32 \times 4) \times (20 \times 20 \times 7) \times 26 \times 4 \) bytes = 1137.5 MB. This data is compressed by using the Haar wavelets. The threshold \( \xi \) for the compression was \( 5.0 \times 10^{-10} \). Then the size is reduced to 86 MB. This indicates that compression to 1/13 of the original size has been achieved without degrading the quality of the final images, as shown in the following examples.

First, we verified the effectiveness of the proposed method by using a simple example, as shown in Figure 6. In Figure 6(a), the clouds are rendered by taking into account the single scattering only. Figure 6(b) shows a cross section of the clouds in Figure 6(a). The intensities are converted into pseudo colors. Figure 6(c) shows the same scene but with multiple scattering taken into account. Figure 6(d) shows the corresponding cross section image. To create Figures 6(b) and (d), the intensities are normalized so that the maximum intensity corresponds to 1.0. As shown in these images, by taking into account the multiple scattering, the clouds become brighter and the reality of the image is improved. Especially, Figures 6(b) and (d) indicate the importance of the multiple scattering. We created the same image as Figure 6(c) by using one of the previous methods [10]. This method can also calculate multiple scattering very efficiently. Figure 6(e) is the image using the previous method. Figure 6(f) is a difference image between Figures 6(c) and 5(e). In Figure 6(f), the difference is normalized so that 10% corresponds to white, where 100% means that the difference is 255. As shown in these images, the proposed method can create an image with almost the same accuracy as the previous method [10].
Table 2 Comparison of computation times [seconds].

<table>
<thead>
<tr>
<th>figure</th>
<th>proposed</th>
<th>previous</th>
</tr>
</thead>
<tbody>
<tr>
<td>6(b)</td>
<td>0.06</td>
<td>2.12</td>
</tr>
<tr>
<td>7(a)</td>
<td>0.06</td>
<td>2.10</td>
</tr>
<tr>
<td>7(b)</td>
<td>0.06</td>
<td>2.76</td>
</tr>
<tr>
<td>7(c)</td>
<td>0.06</td>
<td>2.88</td>
</tr>
<tr>
<td>7(d)</td>
<td>0.06</td>
<td>3.44</td>
</tr>
</tbody>
</table>

In these images, the glow around the lightning is rendered by drawing texture-mapped quadrilaterals along the lightning strokes. The texture represents the atmospheric scattering due to lightning and is created by using the method described in [2].

Figure 7 shows some more complex examples, including various types of lightning. The lightning strokes are generated randomly from several seed points positioned inside the clouds. There are two (Figures 7(a) and (b)), three (Figure 7(c)), and five (Figure 7(d)) seed points. There are different numbers, shapes, and colors of lightning strokes. Realistic images including lightning and clouds can be generated, as shown in these images.

The computation times for the examples shown in this section are summarized in Table 2. Table 2 shows the times that were required for computing the intensities at all of the grid points for the clouds. We did not include the time for volumetric rendering of the clouds in order to verify the effectiveness of the proposed method. As shown in this table, the proposed method can render an image between 30 and 60 times faster than the previous method [10]. As we mentioned before, the proposed method requires a fairly long precomputation time, one hour in this example. However, once the precomputation has finished, clouds illuminated by arbitrary shapes of lightning strokes are rendered very quickly. Images with arbitrary viewpoints can also be rendered in real-time. Due to these benefits, we believe that the proposed method is worth spending the long precomputation. Furthermore, even if the number of lightning strokes is increased, the computation time required by the proposed method does not increase. This is because only the calculation of intensities for the virtual point sources (see Section 7) is proportional to the number of lightning strokes and its cost is very small, while the computation time required for the previous method is higher because the computational cost for the direct light from the lightning strokes is increased according to the number of lightning strokes that are included.

9 Conclusions

In this paper, we have proposed a fast method for calculating the intensities of clouds illuminated by lightning. The proposed method takes into account the multiple scattering of light inside the clouds. In the method, the simulation space is subdivided into a grid. In a preprocess step, the intensities of clouds illuminated by virtual point sources placed at each grid point are calculated and stored as the basis intensities. The clouds are then rendered in real-time by using the basis intensities. The memory requirement for the basis intensities is reduced by using the wavelet transform, and this results in a significant reduction in the computational cost for the intensity calculation. We have demonstrated that the proposed method can create realistic images of clouds in real-time.

There are a few things still to be done in the future. First, a method for rendering rain is needed. When there are bad weather conditions where the lightning is observed, in most cases it is also raining. Therefore, the rendering of rain becomes an important factor. Next, a further acceleration is required when using the proposed method in real-time applications such as computer games that compute many graphic components other than the rendering of clouds. One of the solutions to this problem is the use of a GPU. The computation of cloud intensity by using the proposed method is considered as a kind of vector product. The GPU could calculate this kind of vector product very efficiently by using programmable. The compression of the basis intensities is also an important issue. Although the proposed method has achieved a high compression ratio,
the memory requirement for the basis intensities is still around one hundred megabytes. To reduce the memory requirements, we can use spherical harmonic functions for compactly representing the directional intensity distribution at each grid point. Finally, an extension of the proposed method to dynamic clouds has to be studied in the future since shapes of clouds change very rapidly under the bad weather conditions. A simple solution is to generate time-varying volume data of clouds in advance and to apply the proposed method repeatedly to each volume data. However, this requires huge amount of costs for both the computation and the memory capacity for the basis intensities. The costs could be reduced by making use of the coherency of the time-varying volume data.
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